
 

 

TRAIL:  

Optimizing trail locations by terrain conditions and other 

considerations, at high resolution 

by 

 

David Matthew Howley Campbell 

 

BSc. Forestry, UNB, 2008 

 

 

A Thesis, Dissertation or Report Submitted in Partial Fulfilment of  

the Requirements for the Degree of: 

Masters of Science in Forestry 

in the Graduate Academic Unit of Forestry and Environmental Management 

 

 

 

 

This thesis, dissertation or report is accepted by the 

 

Dean of Graduate Studies 

 

THE UNIVERSITY OF NEW BRUNSWICK  

 

 

 

 

 

January 2012 

 

 

© David M.H. Campbell 

 

 



ii  

 

Abstract 

 

 

This thesis informs about a new GIS-based extension tool to delineate and evaluate 

trail routes through already accessed or non-accessed terrain, with the purpose of 

avoiding trouble spots, minimizing construction costs and reducing ecological damage. 

The process refers to the Trail Routing, Analysis, and Investigative Layout tool 

(TRAIL), and works as an extension on the ESRI ArcMap platform. Once uploaded and 

engaged, TRAIL guides the user: 

1. to upload the data layers needed for the route-layout and evaluation 

purpose, e.g., local digital elevation model (DEM), DEM-derived 

slope and wet-areas map (WAM) with its cartographic depth-to-water 

layer, and the WAM-generated as well as machine-specific soilï

rutting map; 

2. to set the conditions for trail-related risk tolerances pertaining to, e.g., 

crossing stream channels, wet areas, rugged terrain, steep slopes, etc. 

3. to select the beginning and end locations for the proposed route(s), 

4. to analyze alternative multi-criteria trail route options. 

Designed specifically for developing recreational trails, TRAIL allows for a wide range 

of applications. TRAIL provides a platform for designing ecologically sensitive and cost 

effective hiking trails and can be applied within a forest operations context. Case studies 

are explored to demonstrate the merit of TRAIL as a general linear feature planning 

model. The case studies refer to a TRAIL evaluation of a proposed forest operations 

road and a proposed recreational trail through non-accessed terrain. 
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Scientifically, the TRAIL tool is based on a detailed assessment of soil trafficability, as 

governed by type of usage (type of vehicle and seasonality) and its physical 

characteristics (management practices, landscape position, vegetation, and mechanical 

soil properties such as the resistance to penetration). To a large extent, physical 

characteristics vary from trafficable when dry to non-trafficable when too wet, as (i) 

they exist in the field and as mapped from LiDAR-generated bare-ground digital 

elevation data and (ii) as mapped using the UNB-generated and field-verified wet-areas 

mapping protocol. Field verification involved determining soil penetrability - measured 

as cone penetration index (CI) using a soil penetrometer - and the CI determining 

variables referring to  such soil texture (sand%, silt%, clay%), bulk density, organic 

matter content, coarse fragment content, and moisture condition along ridge-to-

depression transects. Acquisition of these data allowed for high-resolution moisture-

dependent soil trafficability mapping, with texture, density, organic matter and coarse 

fragment contents as additional CI predictors. In turn, CI was used to map potential 

single to multiple rutting depth as described by Vega et al. (2008).  
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Chapter 1 : Introduction to Thesis 

 

 

This thesis is focused upon trail and road planning and related risk assessments 

within forested landscapes. A tool incorporating the scientific assessment of soil 

trafficability is presented that includes routing considerations related to topography, 

vegetation, hydrology, vehicle type, existing transportation networks, and management 

objectives. 

The thesis has two parts; (i) the scientific assessment of soil trafficability, and; (ii) the 

development of methods towards the minimization of linear feature disturbance within a 

geographical information systems framework.  

The working hypothesis is focused on providing adequate soil trafficability predictions 

according to (1) varying soil moisture content (%), soil density (Db), soil texture (sand, 

silt clay %), coarse fragment fraction, organic matter content, (2) topography, and (3) a 

vehicle- and load- specific expected tire footprint. 

Hypothesis: Soil trafficability can be modeled and mapped based upon the above 

specifications and the results can be tested through transect studies. 

This hypothesis is linked to the following three research objectives: 

1. determine ways and means by which soil trafficability under field conditions can 

be quantified in terms of local soil properties and topography; 
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2. how the results so generated can be used for the purpose of delineating least cost 

trail and road routes with cost quantified in terms of potential soil disturbance 

and compaction risk, and; 

3. demonstrate the risk assessment use of this knowledge by way of a least-cost 

trail and road delineation tool. 

Thesis Outline 

This thesis has been compiled utilizing Alberta Canada as the location for study. 

Alberta Sustainable Resource Development as well as Alberta Parks, Recreation and 

Tourism. Towards the accomplishment of these specific objectives, the thesis is 

constructed as follows. 

Chapter 2 contains a literature review of soil trafficability parameters and GIS 

techniques towards improved information construction and usage. This chapter is 

designed to inform about the current state of knowledge regarding the thesis objectives. 

Chapter 3 holds a review of the study areas utilized within the thesis to provide an 

improved understanding of land-use trends within these zones. 

 Chapter 4 investigates the soil trafficability of the study locations utilizing transect 

studies which compile a dataset comprising local soil conditions and their relationship to 

topographically derived variables.   

Chapter 5 introduces the TRAIL tool and investigates its utilization upon an industrial 

forest road application in Northern Alberta. 



3 

 

Chapter 6 contains the concluding remarks summarizing the thesis and outlining how the 

work addressed the objectives set out in the beginning. 

Appendix A provides the TRAIL Tool Manual , including raster processing procedures. 

Appendix B provides the data table used within statistical analysis 

Appendix C contains the GIS and Field Data CDs, grouped by study area. 
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Chapter 2 : Review of Fundamentals -Soil Resistance to 

Penetration and Rutting : Mapping, Least-Cost Path 

Delineation, and GIS Procedures 

 

2.1 Introduction  

 

Many attempts to model and map soil properties intrinsic for soil trafficability have 

been proposed. Most notable among these is the WES method of the US Corps of Army 

Engineers which relates soil trafficability and machine-induced rutting to the local soil 

resistance to penetration. The latter uses hand-held soil penetrometers to probe the 

resistance of soils to rutting, and this serves as a guide to ascertain how many vehicles of 

certain type and load can pass through a particular area on a given day under given 

weather conditions. In general, soil trafficability and soil disturbance severity including 

rutting changes across the landscape and in time depending on soil moisture content 

(MC), soil density (Db), soil texture (sand, silt, clay %), coarse fragments (CF), organic 

matter content (OM), presence of roots, machine loads, and the number of repeat passes. 

Rut length, width, and depth are particularly important and easily obtained soil 

disturbance measures (Duckert et al., 2008), and can be used to determine the extent of 

soil disturbance on pore space reduction, restrictions of rooting space; interference with 

water flow, increased surface run-off, and influence of soil erosion and gulley formation 

(Saarilahti, 1999, Horn et al., 2004, McNabb et al., 1985). Both rutting and soil 

compaction can lead to direct and indirect soil displacement impacts, and to decreased 

oxygen diffusion leading to high root mortality and a change in soil moisture regime 

with additional unintended consequences including de-nitrification, methane gas 

production, and the methylization of soil mercury (Renault and Stengel, 1994).  This 

http://www.sciencedirect.com/science?_ob=ArticleURL&_udi=B6TC6-45VCJ7W-1&_user=8794791&_coverDate=08%2F31%2F2002&_rdoc=1&_fmt=high&_orig=search&_sort=d&_docanchor=&view=c&_searchStrId=1210712146&_rerunOrigin=scholar.google&_acct=C000051277&_version=1&_urlVersion=0&_userid=8794791&md5=813e6332c065724d52dbe7114c6466d1#bbib56
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chapter pertains to a review of factors that control soil trafficalibily and to GIS-based 

matters and methods that can be used to model and map soil trafficability for the purpose 

of optimizing trail locations across landscapes by way of least-cost analyses. Methods 

pertaining to the derivation of digital elevation data are reviewed as well (Appendix, this 

Chapter), because the availability and quality of these data are fundamental for reliable 

soil trafficability and trail and road layout assessments. 

 

2.2 The Cone Index (DGSI, 2011) 

 

The cone penetrometer is a tool for measuring the resistance of a surface to 

penetration (Figure 2.1), and is commonly used to test traffic-induced changes in soil 

compaction (Wronski et al., 1990; Landsberg et al., 2003; Vega et al., 2008; Agodzo, 

2003; Saarilahti, 2002; Saarilahti and Antilla, 1999). To generalize, CI readings are 

often related to specific resistance-inducing soil properties by way of experimentation in 

laboratories (e.g. Hummel et al., 2004 and others), and in the field (Saarilahti, 2002; 

Vega et al. 2008). Part of this experimentation deal with changing the shape of the cone. 

For example, Nowatzki et al. (1972) found that CI decreases with increasing cone angle 

and decreasing surface area. Standardized CI determinations refer to cones with a 60° 

apex angle and a 1.5 cm
2
 cross section (Rooney et al. 2000). 
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Figure 2.1 Standard portable static cone penetrometer. 

 

Balland et al. (2008) noted that with increasing organic matter content soil pore space 

and moisture retention increased leading to decreases in density, hence increasing the 

penetrability of the soil. Coarse fragment content increases, as noted by Vega et al 

(2008) and others, decreases the penetrability of the soil. Rooney et al. (2000) found that 

with increasing soil depth, penetration resistance increased. 

 

2.2.1 CI affecting soil properties 

 

Soil penetrability is strongly affected by soil texture, coarse fragment content, organic 

matter content, the presence of soil cementing agents, and the extent of soil freezing 

(Byrd, 1980; Vepraskas, 1983, Al-Darby, 1988; Shoop 1995, Vega et al. 2008). For 

example, in coarse textured soils, or "friction" soils, friction forces dominate the 

resistance, whereas cohesion forces dominate in fine-textured soils, as detailed in Table 

2.1. In particular, Nearing (1988) found CI to decrease with increasing sand content 

(cone slips easily past sand particles), and to increase with increasing clay content (clay 

particles stick to the cone, especially when wet). Coarse fragment content tends to 
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increase CI as well, and this is especially so with increasing particle size and increasing 

soil compaction: the larger the particles and the more surrounded by other fairly 

immobile particles, the more force is required to force the cone penetrometer through 

that soil. 

 

Table 2.1. Main trafficability features of friction and cohesion soils.  

 
 

In all soils, resistance to penetration increases with increasing bulk density of decreasing 

porosity of the soil. Generally, soil bulk density (Db; the ratio of the oven dried mass of 

the soil to its total volume) is a function of texture, CF, and OM as well as the degree of 

compaction. Changes in Db can affect plant growth if macropore space falls below 10% 

(DeYoe, 1982). Decreasing in porosities affect the hydraulic conductivity of soils  

(Jutras and Arp 2011) and, therefore, water infiltration, which, in turn, increases soil 

erosion, changes on-site drainage and decreases the amount of available water to plants, 

leading to puddling and altered surface flow patterns (Arnup, 1998). Under natural 

conditions, soil porosity decreases with increasing soil depth, except for soils in peaty 

and sandy surface deposits where the resistance to soil porosity and, hence, soil 

penetrability are not much affected by depth. Adding organic matter increase the state of 

aggregation of soils, thereby increasing soil friability and pore space at the same time 

Friction Soils Cohesion Soils

Non-sticky, wet or dry; do not shrink; 

retain high permeability

Very sticky when wet, plastic when moist, hard 

when dry; subject to shrinking and cracking

Traffic-induced compaction moderate 

and easily reversible

Traffic-induced compaction severe, esp. when 

moist, requires high energy inputs to reverse

Trafficability increases under repetitive 

loading 
Trafficability worsens during repetitive loading
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(Balland et al. 2008). In contrast, increasing amounts of CaCO3, and Fe and Al 

oxides/hydroxides and frozen water within soils lead to increasingly soil cementation 

with increasing CI values. CaCO3-based cementation is a factor in soils subject arid 

climates while Fe and Al oxide/hydroxide cementation can be a factor in cool and humid 

soils. The extent of soil freezing is subject to the combined  timing and sub-zero air 

temperatures  and snowpack accumulations on top of the soil, with the earlier and deeper 

snowpacks able to reduce if not prevent soil freezing  under temperate forest soil 

conditions (Balland et al. (2006). 

 

Adding water to soil generally decreases soil penetrability under unfrozen conditions, by 

increasing the slippage of the soil particles along the penetrating soil surface (Defossez 

et al., 2002). An exception to this occurs when the soils (sands) are loose and dry. In this 

case, adding moisture may increase CI at first due to the extra effort required to break 

the surface tension of the moisture connections. Expressing soil moisture content in 

terms of percentage of moisture filled pore space (MCps) generally gives the best 

correlations between soil penetrability and changing soil moisture levels (Vega et al. 

2008). Other soil moisture determinations refer to (i) the weight of water per oven-dry 

soil (gravimetric soil moisture content, or MCg), and (ii) the volume of moisture per 

volume of soil (volumetric soil moisture content, or MCv). The latter can be obtained 

through direct in-field measurements using TDR-based soil moisture probes. The 

relationships between these three soil moisture specifications are as follows:  

 

MCg = Db MCv         [1] 

and  
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MCps = (1-Db/Dp) MCv,       [2] 

 

where Dp is the average soil particle density (in g / cm
3
), estimated from: 

 

1/Dp = OM/1.3 + (1-OM)/2.6,       [3] 

 

and OM is the soil organic matter fraction within the fine earth fraction of the soil (all 

coarse fragments > 2mm excluded, through sieving).  

 

Busscher (1997), Agodzo (2003), Saarilahti (2002) and Vega et al. (2008) reviewed 

published CI data and confirmed the general dependencies between CI, soil texture, soil 

moisture content and Db, or pore space, but there are systematic differences between the 

field and laboratory derived values. In particular, Vega et al. (2008) found that: 

 

#)  ρȢρτz ρπȢ Ȣ Ȣ Ȣ        [4] 

and  

#)  ρȢπψz ρπȢ Ȣ Ȣ Ȣ        [5] 

with PS = 1- Db/Dp as the pore space fraction of the soil.  

2.3 Role of CI in soil rut modeling 

 

Determining the depth to which a vehicle will sink based upon loads and soil physical 

properties has been the focus of many studies. For example, Meek (1996) tested the 

effects of skidder traffic on a sandy and a clay loam soil. Saarilahti (1999) reported the 
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ECOWOOD studies in Finland dealing with rutting formation in relation to varying soil 

conditions. Existing WES-based rut depth models are almost exclusively based upon the 

wheel numeric NCI which refers to relating CI to tire-exerted foot-print pressures, as 

formulated by Turnage (1972):  

 

.#) 
ᶻ ᶻᶻ

ᶻ  z
 

      [6] 

 

where W is vehicle load per tire, in kN, b is tire width, d is tire diameter, and h is tire 

section (height of outer rim of each wheel to end of rubber), all in m, and where (ŭ = 

0.001 (0.365 +170/p) W) is the tire deflection, with p as tire inflation pressure (kPa). 

Typically, the first wheel or vehicle pass has the most effect upon the soil compaction 

and rutting (Saarilahti, 2002). Subsequent passes have geometrically diminishing effects 

so that (Abebe 1989, Meek, 1996, Vega et al. 2008): 

 

:   zÎ  zρ #&       [7] 

 

where Zn is the rut depth in mm after n wheel passes, CF is the coarse fragment 

percentage of the soil , a=6 for sand and a=3 for clay, or more generally based on field 

calibrations (Vega et al. 2008):  

 

a = NCI0
0.6

          [8] 
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Once Zn determined, Zn can be used for estimating rut induced reductions in soil pore 

space and subsequent increases in soil compaction by noting that: 

 

PSn = 1 ï Db0/Dp ï Zn/h0soil       [9] 

 

where Db0 and h0soil refer to the initial soil bulk density and the depth of the originally 

un-compacted soil. This equation assumes that compaction within the rut-impacted soils 

is homogeneous. In reality, soil compaction is greatest below the rut surface, and 

gradually phases into the original soil bulk densities as these would vary naturally vary 

with increasing soil depth.  

 

2.4 Mapping CI and rut affect ing soil properties across the landscape 

 

In order to use Eqs. 5 to 7 for predicting CI, NCIn and Zn under general field 

conditions, it is important to know how texture, soil density (or pore space) and soil 

moisture content vary  

(i) vertically downward across the soil layers  

(ii)  laterally across the landscape  

 

Balland et al. (2008) developed the following regression formulae to estimate soil bulk 

density with increasing soil depth: 

 

1.232 (Dp-1.23-0.75 SAND) (1-exp (-0.0106 DEPTH) ) 
Db =

 1+6.83 OM

+ Ö Ö

Ö
[10] 

 

and soil moisture content at field capacity as fraction of the Db-affected pore space: 
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-0.588 (1-SAND)-1.73 OM
FC=  PS 1-exp  

PS

å Ö Ö õå õ
æ öæ ö
ç ÷ç ÷

    [11] 

 

Using lookup values for average sand and OM content for the top 25 cm of soil by soil 

type, and assuming that each soil is at field capacity regarding soil moisture content 

allows one to use this formula to predict CI (Eq. 5) across the landscape by soil type, as 

illustrated in Figure 2.2a. Using the relationship between the cartographically 

determined depth-to-water DTW and MCPS (Figure 2.3; Murphy et al. 2011), i.e.,  

 

log10(MCPS, %) = min(2, 1.71 - 0.094 log10(DTW, m) + 0.31 (Depth, m)  

- 0.0028 (Sand, %) + 0.0045 (Total C, %)    [12] 

 

allows one to map the continuous variation of CI from ridge top to depressions for 

typical summer conditions, as illustrated in Figure 2.2b. To map CI under changing 

weather conditions Murphy et al. (2009) suggests using: 

 

2DTW
PS PS ridge

DTW ridge

1-exp(-k  DTW)
MC (DTW)  1-{1-MC (DTW )] [ ]

1-exp(-k  DTW )
=   [13] 

 

where MCPS(DTWridge) is daily measured or modeled water-filled pore space % at the 

ridge top, and kDTW and DTWridge are soil- and terrain-specific parameters. For example, 

in undulating and well-drained terrain with DTWridge = 10 m, kDTW ranges from about 

0.2 to 2 from fine to coarse textured soils, respectively, while in rolling to hummock 

terrain with DTWridge=100m, kDTW likely decreases to about 0.02 to 0.2 (Figure 2.2c), 

respectively. This decrease would be due to the slope-length factor and subsoil 
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permeability: the longer the slope length on impervious bedrock, the more upslope-

captured water seeps into the lower-lying subsoils.  

 

In general, many approaches have been suggested for soil moisture mapping across the 

landscape and by weather, using, e.g., direct field determinations, hydrological models 

with varying time resolution (monthly, daily, hourly), geospatial model to capture 

hydraulic flow and water retention patterns, and remote sensing techniques (IR, Radar, 

MODIS). For example, the Newhall (1996) model uses a network of weather-station 

data to for mapping soil moisture regimes across the landscape. Gessler (2000), 

Sorensen et al. (2006), Lin et al.  (2006) and others use the DTM-derived terrain 

wetness index [TWI = log(flow accumulation / slope)] for a static indexing soil moisture 

variations across the landscape. Some of the remote sensing techniques specialize in 

analysing one-time or multi-temporal optical, infrared, hyperspectral and radar images to 

detect and map changes in vegetation type and soil moisture across the landscape (Grabs 

2009). These methods work in principle, but extrapolations beyond the calibration areas 

tend to be weak (Dubois et al. 1995, Creed 2003, Hajnsek 2003) Limiting factors 

revolve around, e.g., image quality and resolution, light and atmosphere-induced 

intensity and spectral variations in surface reflectance, surface roughness, and shading.  

 

The above DTW and MCPS mapping suggestions by Murphy et al. (2009, 2011) use a 

cartographic depth-to-water index to map the proximity to the topographically derived 

water table below the soil surface, and found this index to conform considerably better 

to field-based determinations for, e.g., texture and water-filled pore space than TWI. The 

DTW derivation process is outlined in Figure 2.3. To capture soil moisture variations 
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from dry to wet weather conditions, DTW mapping proceeds by re-setting the DT=0 

defining threshold for flow initiation within all DEM-derived flow channels from an 

upslope flow-contributing area of 4 ha (summer to early fall) to, e.g., 1 ha (to emulate 

DTW flowing major precipitation events) and 0.25 ha (to emulate DTW during spring 

melt).  

 

Figure 2.2 A depiction of CI as predicted by (A) field capacity, (B) moisture content of 

the porespace for Murphy (2011) and Murphy (2009; C) predictions. 
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Figure 2.3 (A) LiDAR -based methodology used to derive the cartographically correct 

depth-to-water index (DTW), needed to model and map soil moisture as well as tree height 

and density variations across  landscapes (LiDAR: light detection and ranging; for details, 

refer to the Appendix of this  Chapter). (B) Hill-shaded DEM. (C). ESRI ARCGIS derived 

flow direction (D), flow accumulation network classified by the area-based flow-initiation 

thresholds (E), and the blue-shaded 0 ï 1 m cartographic depth to water index (DTW) 

associated with the flow channels starting with the 4 ha flow initiation threshold.    

A

B C

D E

Cartographic 

depth-to-water

DEM surface

Flow 

Channels

1. Prepare bare-ground DEM surface from LiDAR data (last returns)

2. Predict locations of stream channels

3. Use the wet-areas delineation algorithms to determine the cartographic depth-to-

water index (DTW) across the landscape

4. Subtract DTW from DEM to get the cartographically referenced water table 

elevation

5. Overlay the first LiDAR returns to obtain vegetation height. 



16 

 

2.5 Road and trail delineation 

 

There are many factors and issues to be considered for least-costing trail and road 

locations. Some of the factors and issues arising deal with: 

 

1. Access limitations: by ownership, terrain conditions, conservation and limited use 

rules 

2. Intended road and trail functions: recreational, residential, industrial, habitat 

connectivities 

3. Road and trail design: slope challenge, view factor, vehicle type, line-of sight 

4. Construction and maintenance costs: cut & fill, road length, hydrological 

infrastructure requirements (culverts, bridges, wet-area fill-in, frost heaving, road 

repairs 

5. Ecological footprint: soil compaction, invasive species vectorization, water 

diversion, sediment generation, wildlife interference 

6. Placement of new roads and trails within existing road and trail networks and 

transport facilitating infrastructure  

7. Safety regulations and related risk assessments 

8. User preferences 

 

2.5.1 GIS methods for route delineation  

 

Least cost paths are a useful application of geographical information systems (GISs, 

Collischonn et al., 2000; Snyder et al., 2008). The process requires two primary steps; 
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the creation of an accumulated cost, or friction, surface and the derivation of a least 

accumulated path between two points. The process is used in assessing habitat 

connectivity (Adriansen et al. 2003), designing habitat corridors (Kautz et al., 2006), 

and locating hiking trails and optimizing road layout to name a few (Xiang, 1996; 

Atkinson et al., 2005). 

 

Friction surfaces are composed of the combined considerations in a landscape as 

represented by values of ólowô friction to óhighô friction. These considerations are 

typically constant for every user, but the perception as to which considerations are of 

more importance or pose the most danger or risk, are extremely variable. Each 

consideration included in an analysis can be weighted and given precedence over others. 

ESRI ARCGIS has a suite of tools composed to address layer weighting and 

accumulated cost raster creation. The process is intensive and requires in-depth 

knowledge of how GISs work.  

 

Friction surface creation involves the contemplation of a number of problems before 

analysis can proceed. Raster source issues, the number of considerations on the table, 

and the perceptions of the users have to be recognized in any solution. The more 

considerations that are to be contemplated in friction surface creation, the more complex 

the solution becomes (Table 2.2). Combine the fact that not all GIS layers are in the 

same value ranges (apples to oranges), and that every user has a variable view on what 

constitutes ófrictionô, the creation of a usable, accurate friction surface becomes difficult. 

Other areas for concern include, but are not limited to: 
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¶ User perception - usually expressed as qualitative data (nominal) making the 

incorporation of perception a factor in problem complexity.  

¶ The data - expressed in raster format; often created at different times, at different 

projections, and at different resolutions. All information is needed to be created 

equal, in these terms, before processing can truly start.  

 

Table 2.2 Important factors that influence trail and road locations. 

 

 

2.5.2 Least-cost paths 

 

Least-cost paths (LCP) have been used in GISs to solve networking problems in 

transportation systems. The most widely accepted form of LCP deduction was created 

by Dijkstra (1959) and features a moving window kernel utilizing a spreading function 

which determines the ócostô of moving between vertices. Dijkstrasô algorithm is 

contained within the ARCGIS tool óCostDistanceô, and is accessible with a spatial 

analyst license.  

 

Many researchers have noted fundamental flaws with this algorithm; in particular, 

Collischonn et al. (1999) noted that a LCP on a flat surface raster should produce a 

straight line connecting the points; however, this is not the case. Collischonn attributed 

Slope Viewshed Vistas

Stream Crossings Limited Use Zones (LUZs)

Wet Area Crossings Restricted Zones

Earth Moving RequirementsExisting Access

Vegetation Removal Construction Costs

Trail Braiding Trail Width

Rutting User Type
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this to the small search window of the kernel in the deduction of distance between 

vertices. Dijkstra utilizes a D8 algorithm search window, and as an improvement, 

Collischonn offered a D16 algorithm that preformed mildly better then the universal 

Dijkstra algorithm. The process offered by Collishonn increased computational 

processing times 2 fold while still only offering mildly improved results. Indeed, as the 

distance between start and end points increase, the larger the search window needed. 

Utilizing the methods of Collischonn and Dijkstra, one would need to have a search 

window with a radius equal to the Euclidean distance between the starting and end point 

to create a truly straight line.  

 

Further flaws in algorithm processes deal with the methods in which slope is handled. 

Slope, as viewed from an object capable of movement, is direction dependant. Walking 

parallel to the grade of a hill results in a perceived slope of 0%, whereas walking 

perpendicular to the grade, slope can reach un-scalable values. The problem is not 

necessarily how Dijkstrasô algorithm handles slope, but how slope maps are created. 

ESRI slope procedures create static maps of maximum slope values for each pixel. With 

a point at the base of a hill and another at the top, Dijkstrasô algorithm computes the 

least accumulated cost path straight up the hill, which in many cases, is not possible. 

Anderson et al. (2004) utilized a node connection method where every node is 

connected to all of its neighbours and assigned a distance value. The process then 

utilizes Dijkstras algorithm to connect each node to the network through an iterative 

loop that steps through the problem node by node. This process is extremely 

computationally intensive and has yet to be programmed for use in ESRI software. 
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2.6 Digital elevation data derivation methods 

 

The acquisition of reliable digital terrain models (DTM) for the earth surface involves 

a variety of air-borne and satellite-based technologies (Welch et al., 1998; Li et al, 2005; 

Farr et al., 2007): (i) GPS surveying; (ii) photogrammetry; (iii) radargrammetry; (iv) 

synthetic aperture radar (SAR) interferometry; (v) airborne laser scanning; (vi) GPS-

based surveying. Table 2.3 presents an overview of the resulting DTM products in terms 

of overall data accuracy, speed of acquisition, costs, and application domain.  

 

Table 2.3 A comparison between DTM data from different sources (Li et al., 2005). 

 

2.6.1 Geographic positioning systems 

 

The Global Positioning System (GPS) is a satellite-based navigation system made up 

of a network of 24 satellites originally placed into orbit by the U.S. Department of 

Defence. GPS satellites emit two radio waves, named L1 and L2. L1 is for civilian use. 

Position on the ground is determined by measuring the time it takes the radio wave to 

travel back to the satellite. Measurements are calculated through triangulation among 

con-currently user-accessed satellites on the ground. While most GPS devices do not 

offer < 1 m accuracy, some do. Increased GPS precision and accuracy is a function of 

GPS Surveying High Slow High Small 

PhotogrammetryMedium to HighFast Low Medium to large 

InSAR Low Very FastLow Large 

RadargrammetryVery Low Very FastLow Large 

LiDAR High Fast High Medium 

Acquisition 

Method
Data Accuracy Speed Cost

Application 

Domain
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device cost (antenna sensitivity), availability of accurately calibrated elevation points 

(geodesic points) within the neighbourhood, length of time for signal tracing, density of 

forest canopy, and post-processing differential GPS signals. In practice, on-the-ground 

XY locations can be GPS-located fairly quickly (1 min or less) within a radius of 5 m 

using currently available low-end GPS devices. Z accuracies (elevation) are dependent 

upon multiple factors, with a general range of 1cm to 20m given the quality of GPS 

receiver in use. 

   

2.6.2 Photogrammetry 

 

In photogrammetry, a photographic sensor captures the visible light and infrared (IR) 

spectrum and stores them as bands. Images (bands) are then compiled in a mosaic and 

analyzed as stereo-pairs (Li et al, 2005, Figure 2.4). The images are analyzed utilizing 

mathematical equations to deduce the elevation of any particular point. Relationships 

between coordinate systems, points on the ground, camera perspectives, image capture 

height, and angular orientation elements are utilized within the equations. The creation 

of the DTM can occur through manual transcription of the information or through 

preferred digital methods which save on time and reduce error. 
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Figure 2.4 An example of stereo images used in photogrammetry. Each image must 

contain overlap with other images and is taken at a slightly different angle to create a 3-

D stereo pair. 

  

There are multiple platforms that capture photogrammetric images, both space based and 

aircraft based. (Hirano et al, 2003) The French satellite SPOT 1 (satellite pour 

lôobservation de la terre) captured 10-20 meter resolution stereo images in 1986, while 

today SPOT 5 has 2.5-10 meter resolution and a 20km swath for the creation of DTMs. 

ASTER (advanced space borne thermal emission and reflection radiometer) is another 

example with 14 spectral bands collected, including visible and IR wavelengths. ASTER 

has a 15m spatial resolution with a 60km swath (Fujisada et al, 2005; Hirano et al, 2003; 

Welch et al, 1998).  
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Walker et al (1999) found that rasterizing existing contour maps of a study area in 

Australia performed better than photogrammetric methods when compared to ground 

based studies of elevational data. Walker attributed this to the inability of 

photogrammetric methods to identify actual ground positions versus tree tops or 

buildings. This problem resonates throughout this method as automatic delineation 

between natural or manmade objects and the ground is difficult while effects caused by 

atmospheric process (e.g. clouds) can create further problems (Li et al, 2005; Rabus et 

al, 2003). Rabus (2003) noted that photogrammetrically derived optical data are 

generally inhomogeneous as their quality depends on image feature contrasts.  

 

Franklin (2001) noted that the cost of aerial, or aircraft based, photogrammetry is 

astronomical when compared to equivalent space based methods of DTM collection. 

Aircraft imagery is 2 fold more expensive than its space based counterparts; 

multispectral, hyperspectral and radar deduced DTM are 15 fold more cost effective. 

 

2.6.3 Synthetic Aperture Radar (SAR) 

 

SAR technology is currently the most vastly utilized method of topographic map 

creation (Li et al, 2005). SAR is imaging radar which sends and receives echoes; 

received echoes come from targets and information from targets is recorded as intensity 

images (grey scale). Platforms for SAR can be airborne or satellite/space based. There 

are three basic techniques of SAR collection, two of which are effectively utilized in the 

creation of DTMs: radargrammetry and interferometry. Radargrammetry utilizes the 
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measurements of parallax to acquire DTMs, while interferometry determines phase 

shifts between echoes.  

 

2.6.3.1 Inter ferometry 

 

Graham (in Li et al, 2005) discovered that an over looked component of the typical 

SAR capture process could be utilized to produce topographic information. He noted 

that a pair of SAR images taken of the same area at different positions could be used to 

create an interferogram and the phase differences within could be used to derive DTMs. 

This process is known as InSAR. InSAR utilizes information captured by the SAR 

system. Platform heights, the difference in height between image captures, the angle of 

that difference, and distance from each platform to the target are all variables within the 

InSAR calculations. The collection of the two images can be created by either single-

pass (platform utilizes two antennae) or multi-pass (platform utilizes one antenna; 

minimum of two passes for same location is required) methods. The advantage lies with 

the single-pass method due to reductions in mathematical error and source change (i.e. 

fall and summer tree returns). 

 

The Shuttle Radar Topography Mission (SRTM; Nielsen, 2005) was the first InSAR 

system to capture a 30m resolution DTM for much of the earth (between latitudes 60ºN 

and 57ºS; Rabus et al., 2003). The platform utilized a one pass approach, capturing data 

continuously day and night over an 11 day mission (February 2000). Other techniques 

(photogrammetry in particular) cannot capture information at night due to the lack of 

source signal or capture data continuously as receiving and sending echoes is not 
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affected by cloud cover. In addition, the InSAR method does not require homologous 

point identification or require variable contrast images for DTM derivation. Currently, 

SRTM-DEM data are available worldwide (90 m resolution for latidudes < 6̊0° ̊ ; 30 m 

USA ( http://srtm.csi.cgiar.org/). 

 

2.6.3.2 Radargrammetry  

 

Radargrammetry follows the same procedures as photogrammetry only the process 

utilizes stereo SAR images rather than stereo spectral images. SAR capture by the 

SRTM or from Canadaôs RADARSAT constellation program produces multiple bands 

of information. Different bands are utilized based upon the information that is being 

researched. Applications range from forestry to glacier changes. 

 

Sanli et al (2006) compared radargrammetric DTM creation to interferometric DTM 

creation and found interferometric DEM results poor when compared to 

radargrammetric evaluations. They found that radargrammetric methods were more 

successful in flat and agricultural areas then in variable terrain conditions. Clark et al., 

(2009) utilized a multi-temporal method of generating predications of hydrologically 

sensitive zones utilizing archived SAR images for an area within the Boreal plain in 

Alberta. 54 images captured over a ten year period were selected and classified to reflect 

hydrological sensitivity yielding a probability map of zones which are wet to dry.  
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2.6.4 Light Detection and Ranging (LiDAR) 

 

LiDAR sensors offer a significant improvement to alternative methods of high 

resolution DTM creation. Depending upon the application, data derived from this 

method has a resolution of 10 ï 100cm. The accuracy and resolution seen with LiDAR 

data in 3-D forest structure and ground features makes this data source highly valuable 

in the natural resource fields of: ground surface modeling, geology, habitat assessment, 

timber resource planning, post disturbance assessment, fire and fuels, slope stability, 

hydrology, fisheries, and costal change, to name a few (Evans et al., 2009). 

 

The LiDAR method creates a high density of points and features multiple echoes per 

laser pulse, intensity measurements for the returning signal, and centimetre accuracy for 

horizontal and vertical positioning (Popescu et al. 2004). While the cost of acquiring this 

data source is often a limiting factor, users of this data source attest to its land 

management application (Evans et al., 2009). There are three types of LiDAR sensors 

utilized today: profiling, discrete return, and waveform. Profiling sensors capture 1 

return at course sampling densities and is not typically used in resource planning.  

 

Discrete pulse LiDAR systems are typically airborne or terrestrial and utilize lasers to 

capture information on the ground. The physical capture of the data consist of a laser 

range finder, a computer system for data acquisition, a scanner, a storage medium, and a 

GPS system for continual position information (Figure 2.5, Li et al. 2005). Laser pulses 

are emitted from a source utilizing scanning frequencies of 50,000 pulses per second 

(can be 10 times higher), and the returning pulse intensity is registered and stored. The 
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typical footprint of discrete pulse technologies is 20-80 centimetres. The information is 

stored as a point cloud and requires algorithms to classify the point cloud information 

and extract the bare earth topology. Alternatively, algorithms can extract the full feature 

data providing accurate depictions of trees, buildings and other attributes of the land 

Figure 2.6.  

 

(Evans et al., 2009) Waveform LiDAR systems are the newest form of laser altimetry. 

Waveform LiDAR, unlike discrete return LiDAR, emits a constant laser pulse with 

footprints ranging from 3-8 meters. Waveform LiDAR gives more control to the end 

user in the interpretation process of the physical environment by providing structural 

detail of captured images. This method is more accurate in estimating tree heights then 

the discrete return method, but this system is far less mature for resource planning as it 

creates an overwhelmingly large dataset that is difficult for analysts to utilize (Bretar et 

al., 2008). 

 

Mobile LiDAR solutions are being utilized within an urban planning context to fill the 

demand of highway asset monitoring and other infrastructure ( Haala, et al., 2008). This 

data product is typically mounted to a vehicle which travels upon existing roadways. 

Accuracies of this method are typically less then 30mm, providing a very detailed 3D 

surface for planning and maintenance. 

 

White et al (2003) amongst others are utilizing the bare earth LiDAR DEMs to study the 

spatial morphological change in coastlines over time. Popescu et al (2004) and others 

are utilizing LiDAR point cloud information to derive vegetation height and densities 
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with great success. Soil moisture prediction algorithms (wet areas mapping) are seeing 

an improvement in accuracy from 0.7 R
2 
to 0.9 R

2
 (Murphy et al. 2009). 

 

 

Figure 2.5 The LiDAR collection method. Edited from: 

http://www.dot.state.oh.us/Divisions/ProdMgt/Aerial/Pages/LiDARBasicS.aspx 
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Figure 2.6 Bare earth topography with accompanying full feature LiDAR topography. 
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